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*Abstract——Examination of the retina and its associated parts, such as optic-nerve, cup, vessel, disc are widely preferred in Ophthalmology to identify the retinal abnormalities and to plan/implement appropriate treatment procedure to cure the disease. Retinal ... segmentation is a key step towards the accurate visualization, diagnosis, early treatment and surgery planning of ocular diseases. Recently, deep learning based retinal vessel segmentation methods have reached the state of the art performance. Due to the extreme variations in the morphology of the vessels against the noisy background, these methods still have issues of dealing with small thin vessels, low discriminative ability at the optic disk area, etc. In this paper, we proposed a U-Net-like model with the weighted attention mechanism and the skip connection scheme for addressing these issues.*
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# Introduction (*Heading 1*)

This template, modified in MS Word 2007 and saved as a “Word 97-2003 Document” for the PC, provides authors with most of the formatting specifications needed for preparing electronic versions of their papers. All standard paper components have been specified for three reasons: (1) ease of use when formatting individual papers, (2) automatic compliance to electronic requirements that facilitate the concurrent or later production of electronic products, and (3) conformity of style throughout a conference proceedings. Margins, column widths, line spacing, and type styles are built-in; examples of the type styles are provided throughout this document and are identified in italic type, within parentheses, following the example. Some components, such as multi-leveled equations, graphics, and tables are not prescribed, although the various table text styles are provided. The formatter will need to create these components, incorporating the applicable criteria that follow.

# Literature Survey

## Group 1: U-net

I analyzed the essay IDRiD Diabetic Retinopathy Segmentation and Grading Challenge [1] which is a comprehensive report of the Retinopathy Segmentation challenge. The manners of segmentation in this essay is mainly based on deep learning. We compared different neural network structures. Most of the structures used U-net and ensembled other structure. The team VRT in the challenge used original U-net structure and averagely got the best performance. Also, according to their essay[2], after reducing image resolution by about 6 times, compared to original resolution, U-net achieved less false positive and better sensitivity with lower resolution input. Using lower resolution image also alleviates computation pressure. Therefore, we referred their U-net structure which is elaborated in their essay.

# Method

## Group 1: U-net

#### Image Preprocessing: Firstly, we cropped original image from 4288 x 2848 to 3500 x 2848 by reducing its width. Secondly, we padding the image to 3500 x 3500 and followed by resizing it to 640 x 640 through bicubic interpolation to protect image details. Thirdly, to do normalization, each image is divided by 255 as the network input. Also, we did augmentation such as flipping, scaling, rotating and adding Gaussian noise.

#### Network Model: We used U-net structure which is modified by team VRT [3]. The input fundus image size is 640 x 640 x 3, the detail of convolutional blocks are shown as Table 1. After 4 times max-pooling, the image size is down to 40 x 40, and then the image is up-sampled to the original size with one channel. In the process of up-sampling, we concatenate the up-sampling layers with corresponding initial layers because the features are important in both initial layers and up-sampling layers for segmentation.

#### Loss Function: Because of the last layer of the model is sigmoid, the output of the image is in the range of [0, 1]. We used weighted binary cross entropy as loss function. In the function, k is the batch size. α is the weight which is calculated by N0 and N1. N0 is the number of background and N1 is the number of foreground. γ is the hyperparameter that we need to choose. The reason why we use the weight in the binary cross entropy is because the background area is significantly large in the image. We need to use the weight to reduce the false negative to reduce the loss. We use Adam optimizer as optimization and set learning rate as 1e-4.

![](data:image/png;base64,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)

(2)

# Experimental Setup

## Group 1: U-net

In this method, we use deep learning method to achieve the Retinopathy Segmentation. The neural network we use is U-net structure.

#### Image Preprocessing: The preprocessing is based on the method illustrated in Section III(A). On the original image which has size of 4288 x 2848, we crop and pad it to 3500 x 3500. Then we use bicubic interpolation to resize it to 640 x 640.

### Segmentation result: We used formula and byper parameters in the Section III(A). Here we show some of the result of our output.

### For papers with less than six authors: To change the default, adjust the template as follows.

#### Selection: Highlight all author and affiliation lines.

#### Change number of columns: Select the Columns icon from the MS Word Standard toolbar and then select the correct number of columns from the selection palette.

#### Deletion: Delete the author and affil iation lines for the extra authors.

## Identify the Headings

Headings, or heads, are organizational devices that guide the reader through your paper. There are two types: component heads and text heads.

Component heads identify the different components of your paper and are not topically subordinate to each other. Examples include Acknowledgments and References and, for these, the correct style to use is “Heading 5”. Use “figure caption” for your Figure captions, and “table head” for your table title. Run-in heads, such as “Abstract”, will require you to apply a style (in this case, italic) in addition to the style provided by the drop down menu to differentiate the head from the text.

Text heads organize the topics on a relational, hierarchical basis. For example, the paper title is the primary text head because all subsequent material relates and elaborates on this one topic. If there are two or more sub-topics, the next level head (uppercase Roman numerals) should be used and, conversely, if there are not at least two sub-topics, then no subheads should be introduced. Styles named “Heading 1”, “Heading 2”, “Heading 3”, and “Heading 4” are prescribed.

## Figures and Tables

#### Positioning Figures and Tables: Place figures and tables at the top and bottom of columns. Avoid placing them in the middle of columns. Large figures and tables may span across both columns. Figure captions should be below the figures; table heads should appear above the tables. Insert figures and tables after they are cited in the text. Use the abbreviation “Fig. 1”, even at the beginning of a sentence.

1. Table Type Styles

| Table Head | Table Column Head | | |
| --- | --- | --- | --- |
| Table column subhead | Subhead | Subhead |
| copy | More table copya |  |  |

1. Sample of a Table footnote. (*Table footnote*)
2. Example of a figure caption. (*figure caption*)

Figure Labels: Use 8 point Times New Roman for Figure labels. Use words rather than symbols or abbreviations when writing Figure axis labels to avoid confusing the reader. As an example, write the quantity “Magnetization”, or “Magnetization, M”, not just “M”. If including units in the label, present them within parentheses. Do not label axes only with units. In the example, write “Magnetization (A/m)” or “Magnetization {A[m(1)]}”, not just “A/m”. Do not label axes with a ratio of quantities and units. For example, write “Temperature (K)”, not “Temperature/K”.

##### Acknowledgment *(Heading 5)*

The preferred spelling of the word “acknowledgment” in America is without an “e” after the “g”. Avoid the stilted expression “one of us (R. B. G.) thanks ...”. Instead, try “R. B. G. thanks...”. Put sponsor acknowledgments in the unnumbered footnote on the first page.

##### References

The template will number citations consecutively within brackets [1]. The sentence punctuation follows the bracket [2]. Refer simply to the reference number, as in [3]—do not use “Ref. [3]” or “reference [3]” except at the beginning of a sentence: “Reference [3] was the first ...”

Number footnotes separately in superscripts. Place the actual footnote at the bottom of the column in which it was cited. Do not put footnotes in the abstract or reference list. Use letters for table footnotes.

Unless there are six authors or more give all authors’ names; do not use “et al.”. Papers that have not been published, even if they have been submitted for publication, should be cited as “unpublished” [4]. Papers that have been accepted for publication should be cited as “in press” [5]. Capitalize only the first word in a paper title, except for proper nouns and element symbols.

For papers published in translation journals, please give the English citation first, followed by the original foreign-language citation [6].
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6. Y. Yorozu, M. Hirano, K. Oka, and Y. Tagawa, “Electron spectroscopy studies on magneto-optical media and plastic substrate interface,” IEEE Transl. J. Magn. Japan, vol. 2, pp. 740–741, August 1987 [Digests 9th Annual Conf. Magnetics Japan, p. 301, 1982].
7. M. Young, The Technical Writer’s Handbook. Mill Valley, CA: University Science, 1989.

**IEEE conference templates contain guidance text for composing and formatting conference papers. Please ensure that all template text is removed from your conference paper prior to submission to the conference. Failure to remove template text from your paper may result in your paper not being published.**